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BIOMEDICAL KNOWLEDGE GRAPH

- A heterogeneous directed graph comprising various types of entities (nodes, e.g.,proteins,
diseases) connected by relationships (edges , e.g., "causes," "
« Each triple represents a fact in the real world

treats").

Risk Factor

Triples: Any Issues?

(Cardiovascular Disease, Association,

Postpartum Depression)
(Stress, Risk Factor, Cardiovascular Disease)

» (Stress, Risk Factor, Postpartum Depression)
(Brexanolone, Treatment for, Postpartum
Depression)

(Zuranolone, Treatment for, Postpartum

Depression)

O/‘f
Zuranolone

Research Question



THE UK BIOBANK STUDY
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Biological samples from the past 15 years are in a freezer in Greater Manchester. A robot, below, pulls them out for scientists
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UKB-KG: BACKGROUND

UK Biobank (UKB) - The world’s most important health research database

biobank™

Enabling scientific discoveries that improve human health

Large

502,467 men and women
aged 40-69 with diverse
ethnic backgrounds agreed
to make all their health-
related data available for
research.

Deep

Extensive dataset includes
phenotypic, genomic,
lifestyle, environmental and
biological factors relevant to
subsequent development of
different diseases.

2006 2010 2015 2020 2025

Long

Sufficient duration of follow-
up for large numbers of many
different health outcomes to
have occurred since
assessment of exposures.

Accessible

All of the data are readily
available for any type of
health-related research by
academic and commercial
researchers worldwide.
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UKB has a significant research impact, supporting numerous high-quality studies on
disease progression, risk factor identification, personalized medicine, disease prediction and
prevention, and large-scale genetic research.



UKB-KG: BACKGROUND biobamkuk

UK Biobank (UKB) - The world’s most important health research database  ensbing scietitc aiscoreries that improve numan heait

However, the dispersion of UKB-related research across numerous publications
poses challenges for efficiently synthesizing and integrating findings.

Publication Trends Over Years

2000 . — Distribution of research focus across publications
~&— Cumulative number of publications
17501 Publications of type "Article’ L 6000
mmm Publications of other type w . )
mmm Publications in top journals B o g Cenetic Variants and
E 1500 1 L 5000 43' Trait Associations
E = m Chronic Disease Risk
o 1250 a and Mortality
[1+]
7] 4000 5
c = m Causal Inference via
-% 1000 4 2 Mendelian Randomization
L E
% 3000 2 m Brain Imaging and
> 7504 @ Cognitive Function
i >
g 500 | [ 2000 g [l Cancer Risk Studies
£
S50 L1000 O @ COVID-19 Risk and
1 Severity
- Alzheimer's Disease

0 - - Lo Dise
2010 2012 2014 2016 2018 2020 2022 2024 and Dementia Risk

Publication year

(a) Publication trends over years (b) Thematic distribution of publications

A medical knowledge graph offers an effective solution to this challenge by structurally organizing
and integrating scattered UKB findings, especially with the recent support of large language models.
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UKB-KG: BACKGROUND

Medical Knowledge Graph - a powerful tool for organizing and utilizing vast, heterogeneous biomedical data

T/_Bﬁ Unstructured literature Large Language Models

= | | (such as free text and tables)
e Strong contextual and
semantic understanding

 Low human supervision

requirement
1% positively correlates _with

e Scalability across large
$ corpora

1 >\ -
?.\\_* diabetes
. «——0 ‘(\S \:

[ ]
9 cardiovascular diseases

Structured knowledge units:
triples [head, relation, tail]

p
Large language models are revolutionizing MKG construction, significantly enhanced the extraction

and organization of medical knowledge from vast literature
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UKB-KG: BACKGROUND

Medical Knowledge Graph - a powerful tool for organizing and utilizing vast, heterogeneous biomedical data

Existing MKGs face significant challenges.
A major limitation is the omission of contextual features.

1 Source information [severe chest pain, is_a_precursor_to, heart attack]
essential for assessing the credibility and
relevance of extracted relationships

* May primarily apply to men
« Women often exhibit atypical symptoms
like fatigue

(J Baseline characteristics
like gender, age, ethnicity, and lifestyle,
influencing disease susceptibility, symptomes,
and treatment outcomes.

UKB-KG, a specialized and reliable MKG designed to support diverse UKB-related biomedical
studies, addressing challenges like data reliability and missing contextual features
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Language Models >>Large LMs (LLMs)

.. . 4 Inference Providers wew # HF Inference API .
» Definition: A language model aims to o e MEkiie: (MR
. .1 I hate the Disney fil h. It was [MASK]. °®
predict the probability of the occurrence of Masktoken: [HASK] tethe isey lmsvery much. twas [nig| y
a token or a Sequence Of tokens | like the Disney films very much. It wag[MASK]. °® " ;
. 4 ompute
. . . Compute —————————— 0.090
» The probability prediction of a language : oon | .
un e e e .05
. horrible
model is closely related to context and — 0.049 R o
. . scary
corpus information. scary DA N o ot
—funny 0.037 disgusting
» Language model is not a new technical e N oo
. vew Lode DLt v o0sorcompute £ Maximize U Lot LIS TUosof compute Maximize
concept specially for LLMs, but has
evolved with the advance of artificial N Generalpurpose
intelligence over the decades. Transferable task solver
Task-agnostic NLP task solver SPF-M}‘ ChatGPTd,lcmude
> Definition: LLMs have billions of  Task Specific task ~ featurelearner gy BERT. GPT-12  prompt based completion
. . solving helper Word2vec (NPLM), NLPS Contex.t-'flware represegtations Solve various real-world tasks
parameters, trained on massive corpora. CAPACIY |, yram models Static word reprosentations | Pre-rAIming + fine-tuning
Statistical methods Neural context modeling Solve various NLP tasks
Probability estimation Solve typical NLP tasks Pre-trained LM
Assist in specific tasks Neural LM :
Zhao, W. X., Zhou, K., Li, J., Tang, T., Wang, X., Hou, Y., Min, Y., Zhang, B., Statistical LM ;
Zhang, J., Dong, Z., Du, Y., Yang, C., Chen, Y., Chen, Z., Jiang, J., Ren, R., Li, :

Y., Tang, X., Liu, Z., . . . Wen, J. (2023). A Survey of Large Language Models. : ' : :
ArXiv. https://arxiv.org/abs/2303.18223 1990s 2013 2018 2020
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Evolution brings new abilities

Key Point: With the continuous iteration and updates of LLMs, the range of problems they can solve has become
increasingly rich, demonstrating some new abilities.

P Growing Complexity: Each new LLM version shows improvements in reasoning, creativity, and context handling.

» Emergent Properties: Larger, more diverse training corpora lead to surprising capabilities (e.g., zero-shot translation,
chain-of-thought prompting).

P Broadening Applications: Beyond text generation, LLMs now assist in code completion, legal drafting, and even
scientific problem-solving.

Language

understanding Complex

logical
reasoning  Code
generation

Sentiment
Language analysis Question-answering
Language understanding s tasks
understanding generation Common
Sense Multimodal

Sentiment €
Sentiment @ E analysis inference understanding
analysis

Question-answering — uestlo::al:lsswermg Context
| i tasks S = learning
Common :
Senie Cross-domain

Multi-turn

inference CO“‘?’“ Qe dialogue

learning
20 billion parameters 130 billion parameters 1750 billion parameters
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UKB-KG: METHODS

* Module2 — Triple Refinement

Content Extraction Extraction Entity Alignment

e Module3 — Contextual Enrichment

« Source Information

v BIOS

UKBKS <«

Pipeline
| |
1 Triple Extraction from Text E !
: Named Entity UKB data & Public Ontology :
! Te:t:x:r:;ﬂ;::lnand M| Recognition (NER) | - . @ :
1 P g + BioBERT | LLM 1
1 | Relation Extraction | \ 4 1
! E— ' Source: PMC open access
: & Reatonveing |+ publications
_ Table Fetching and LLM Triple Extraction
: PMC > Selection w® i from Table ! @ :
1 LangChain I . .
e Triple Verfication 1 * Modulel — Triple Extraction
1 g;‘i I
: Cohortrelated _LLM _ Baseline Information WMLS &BIOS
: :
1 1
1 1
1 . 1
1B Extraction <—— KG Fusion !
oo MEDLINE |
S ' UKB-KG: can support many
: . downstream applications
emams (SR e emem o e
1 1

> 1
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UKB-KG: METHODS

Pipeline - Modulel: Triple Extraction

____________________________________________________________________________________________________

‘I b “
I 1
! m Entity Filtering Entity Annotation Relation Extraction !
! Remove duplicates. : !
: ) N » Remove entities that were neither [ENTITY]Smoking[/ENTITY] has bee :
. - Smoking hgs beeln V(-;'f-‘ie')f nouns nor compound noun phrases. widely recognized as a leading cause O~
1 —_— recognized as a leading « Filter entities relevant to the medical of higher risk of [ENTITYIlung 0-0 !

— . . - 1
\ cause of higher risk of lung L cancer|/ENTITY]. This study suggests 0—0° i
' PreProcessed canci_r. This StIUdZ:I ‘tSUEi-JQGStS _higher rigk— [ENTITYIsmoking[/ENTITY] may lead to Extracted !
' Text smoking may lead ta lower lung cancer | —study—J —smoking lower [ENTITY]longevity[ENTITY] b Triples .
- longevity by 1~3 years. lung cancer i study Jomoking T yars Y '
: P vwor X loncevity Mvenrs) years. ung cance :
\ GWer— years— ’
\ ’

____________________________________________________________________________________________________

» Named Entity Recognition (NER)
Extract meaningful medical entities.

> Entity Filtering
Remove duplicates and entities unrelated to medicine.

» Relation Extraction
Annotate entities in the corpus using [ENTITY] and [/ENTITY] tags.
Leverage the In-Context Learning capability of LLM to extract relations.
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UKB-KG: METHODS

Pipeline — Module2: Triple Refinement

» Triple Typing: Classify entities into 10 categories using a BioBERT-based model trained
on LLM-generated data.

» Triple Verifier: Apply LLM self-verification to reduce hallucinations.
» Entity Alignment: Standardize terms by mapping entities to UMLS and BIOS concepts.

» Graph Fusion: Improve graph connectivity by integrating relevant relationships by
integrating relevant relationships from BIOS

----------------------------------------------------------------------

-
! A
Seed Dataset Triples typed by fine-
tuned BioBERT
| [ico-10 Codes| | [ | Phecodes || -
UK Biobank m VEGF-A| HIFia| SLCGA4| TLR3 | HOXB13 | ... m
Assessment>Touchscreen=>Li le and environment .
= \Diazepam i ...ic (cHEm-DISO)

Anxiety

The process of
Triple Typing:

£ Table 1: Summary statistics for 9 entity types ) IS Mertal Status | Genetic Precisposition | Nationaiy | -
\Disorder/
Prompt: Q Aspirin L-Arginine . Dopamine Amoxicillin = -+ m
Your task is to generate high-gquality entities
Pt e | st e et e N GO N P
quality entities for me.

1

]

1

1

]

1

1

1

]

1

1

related to the entity type (type}, which is defined I/Smok.ingq\ risk factor of :
LIFE-DISO} I
Lung ) I

Here are some examples for reference: Cancer !
1

1

1

1

1

1

]

1

1

as {type_name}. Here is a more detailed description
of what this entity type encompasses:

{example_list} m i i m

ST i (9 R ot - Air Pollution Exposure Index Workplace Stress Survey m
1. The generated entities should strictly adhere to

| VKORC1
_

detailed descriptions of “[typel . .

2. The generated entities should not be overly . e

similar to any examples provided or existing ones. W98 HeartValve  Esophagus Junction | Lumbar Region target_of T

3. Each entity must be rel t to the defined GENE-CHEM Lung

entity type. ) c

4. Entities should not ed 5 words in length. Blood pH . . . anoed
es not exce rds in leng - PHYS Balange Pain Sensitivity = Gait Analysis | - B

5. Adk to the i1l by the

2
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UKB-KG: METHODS

Pipeline — Module3: Contextual Enrichment

©

Cohort-related LLM  Baseline Information
Content Extraction Extraction
} Source Information
Extraction

MEDLINE

Add contextual attributes to each triple, including:

» Source Information (e.g., author, journal)
Most information was obtained from the MEDLINE Data Element (Field)

» Baseline Information (e.g., gender ratio, age distribution, race)
Obtained by parsing baseline tables, or extracted from the description text.

GILLINGS SCHOOL OF 17
GLOBAL PUBLIC HEALTH

DUNC




Content

3. Results

I ]} I GILLINGS SCHOOL OF
8 GLOBAL PUBLIC HEALTH



UKB-KG: RESULTS

UKB-KG - a high quality medical knowledge graph constructed using LLMs

» Constructed from 6,858 UKB-related

publications, with key insights extracted from:

e unstructured texts in abstracts, results,
and conclusions

* structured tables, particularly genetic
tables.

» Comprises 64,734 unique nodes and 137,328
relationships.

» Entities are classified into 10 types,
like GENE(genes), DISO(diseases) and
LIFE(lifestyle).

ﬁ C GILLINGS SCHOOL OF
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Table 1: Summary statistics for 10 entity types

Abbr Entity Type Count  Description
Amino acid sequence, carbohydrate se-
GENE Genesf’se&ulgflzzcular 18115(28%) quence, gene or genome, molecular sequence,
a nucleotide sequence
DISO Disorders 12236(19%) D1sea§e, syndrome‘, abnorm&}hty, injury, dys-
function, pathological function, symptom.
. Activity, alcohol, diet, electronic, mental
LIFE Lifestyle 9427(14%) health, sleep, smoking, other
MISC Miscellaneous 7443(11%) Miscellaneous ent1t1e§ that do not fit into any
of the above categories
Measurements of blood, eyesight, feeling,
Y hearing, urine; Imaging data of brain MRI,
FIND Findings 6927(11%)  ardiac MRI, abdominal MRI, DXA, carotid
ultrasound, OCT
CHEM Chemicals & Drugs  4833(7%) A list of chemicals and drugs
EXPO Exposure 1894(3%) Types of environmental exposures
PHYS Physiology 1775(3%)  Physiology-related terms
ANAT Anatomy 1721(3%)  Various anatomical structures
BASE Baseline 363(1%)  Baseline demographic information
Total 64734

19



UKB-KG: RESULTS

UKB-KG - a high quality medical knowledge graph constructed using LLMs

» The flow of relationships between » The distribution of the number of
different types of nodes: nodes and edges for each type:
W EXPO PHYS DISO

g a g\ (&(‘0 1000 2
N

. GENE
60000 -

category

GENE

R\ ®
© DISO
sia 7 © LIFE
9 SIS ) @ 40000 - ® MIsC
T ~T T ® CHEM
- — M'SC. ® ANAT
AT CHEM. ® PHYS
g “\¢ 4 20000 - . ® EXPO
%o%o FIND ® BASE
ANAT
: |
PHYS
EXPO
f 07BASE
QO T T T T
]
< 0 5000 10000 15000
Ge“ nodes
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UKB-KG: RESULTS

UKB-KG - a high quality medical knowledge graph constructed using LLMs

» The Entity Cloud which highlights key nodes in the UKB-KG across
DISO, CHEM, LIFE, and FIND categories:

serum total cholesterol measurement
hydroxymethylglutaryl-coa reductase inhibitors
herapeutic asp

high-density Ilpoproteln cholesterol
Idl-derived cholesterol

insulin-like growth factor i

sex hormone 1binding globulin

tions
g 58 °~rb¥ §c ive ¢o pounda\‘,w,pava

inflammatory bowel diseases r}/ major depressive disorder '
1
1
1
1
1
1
1
1
AN 1
1
1
1
1
1
1
1
1

malignant negplasms ‘<,
presenile ementla @/ 0@ y
mortahty vntal statistics e, o;
coronary artenosclerosw § o ol
cardiovascular dlseases Seors
atrial fibrillation o h e 5| yast ma Se

diabetes mellitus, non=i

osterone 25(ch)d_ {iC
insulin-dependent S T R
: d“(pl‘l«: kidney dlSQagsm e nta I dep ress I (o) nheart fallurem“oma 1 “at, 9(7,/ p tr| IP cen tgs ‘\e v
"onar olorectal €@ ! %% IR
' Y heary g hypertenswe disease ¢ | ro o At O o
! COv /o, diabetes mellitus . Megas g ";sc,g’,,, i, fe PO 0
: myocardial mfnrctlon(s enod’ ) ( di chizophrenia &V"“\ : pharmacotherapy O, %0, / a{d,m,, (Q \Qo \\\("’Q
! cerebrovascu alt'ya adelst ase) «\“"‘6 i high density lipoproteiné 04 ,
! non-alcoholic fatty liver é}sease ‘\'3 1 ) 6\
O o e i chronic obstructive airway disease A S decreased hdl cholesterol concentration =~ ’
(a) DISO entity cloud (b) CHEM entity cloud
S e e e T o el S e e e e b N T S (A SN ~

body composition g
\O cognitive performance
‘\*c,\ Crenal functlon e "or

albuminuri

nal m‘cs‘a“é‘“ magmg ey

tobacco smoking status

y.\“" gothealthy lifestyle
s

sex characteristics

o aeo™® duration of sleep
«®'ked a,,neurotncusm.longewty
females Ie exer c Se’"ghe 'y"fesly,

'

1

1

1

1

1

1

1 /o, sleep man i
! y welg” mo I n rain age
1

1

1

!

1

1

0‘* sﬁ
°& <3 fastmg glucosg)'

P T

mr analysnssys

walking spnga{\ o fev1 o telomere Iength

alco consu ption AP DN, Ciploog eslegee Sukes
|festyle factorsa |n 9 “‘“a“o ‘é\\ o,,a!"handgeur°|mag|ngcognltlve ability
consumJ;tloqﬂe\ \ang v ge trep,, . diastolic blood pressure
male popu Hiom g (\ cil arette smoking behavior e g et D g
S, - x e L W he il A .
(c) LIFE entity cloud (d) FIND entity cloud
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UKB-KG: RESULTS

UKB-KG - a high quality medical knowledge graph constructed using LLMs

A distinguishing feature of UKB-KG is the inclusion of extensive
contextual information for the triple’s relational properties

Source Abstract, Affiliation, Article Identifier, Author, Author
Info Identifier, Full Author, Date of Electronic Publication,
Date of Publication, Grant Number, ISSN, Issue,
Journal Title Abbreviation, Journal Title, Language,
Location ldentifier, Publication History Status,
Publication Type, PubMed Central Identifier, PubMed
Unique Identifier, Source, Title, Volume, Keywords,
URL, Journal Impact Factor, Citations, If use UKB data

Baseline  Cohort name, Overall sample size, Average age, Age
Info distribution, Gender ratio, Gender distribution,
Major race, Racial distribution, Educational
attainment, Employment status

@UNC GILLINGS SCHOOL OF 22
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UKB-KG: RESULTS

UKB-KG - a high quality medical knowledge graph constructed using LLMs

» Triple Precision Evaluation: » Graph Structure Evaluation:

: Average
Macro Micro Number of Node g Betweenness Betweenness
. . Clustering . .
Precision Precision Recalls Count . Centrality.mean Centrality.max
Coefficient

85.62 85.03 9.37 o 0,023 335 575.00

Evaluation method: A random sample Evaluation is based on a random sample of

of 150 abstracts is selected, from which 150 abstracts.
triples are extracted using GPT-3.5 and
evaluated for accuracy using GPT-4o0.

23
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UKB-KG: APPLICATIONS

UKB-KG enables diverse downstream applications across biomedical research, including:

> Multi-Disease Prediction

» Retrieval-Augmented Generation (RAG)

> Interactive Platform for UKB-KG

ﬁ C GILLINGS SCHOOL OF
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UKB-KG: APPLICATIONS

Multi-Disease Prediction

Incorporate domain knowledge through Knowledge Graph Embeddings (KGE)
of UKB-KG to enhance disease prediction.

»Task objective: predict the occurrence of diseases in the next six months,
based on prior medical histories.

»Dataset: 278,985 instances from UKB

» Approaches:

* Baseline: use binary indicators (1 for presence, 0 for absence) of medical history
variables as input features (1560-d vector)

* Average KGE: First, each medical history record is mapped to a node in the UKB-
KG. Then use the average KGE of all mapped nodes as input features (1000-d vector)

. Baseline_with_K GE: the input combines the baseline features with the average KGE

r] UNC GILLINGS SCF (\0¢
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UKB-KG: APPLICATIONS

Multi-Disease Prediction

0.8 ons 0.30
0.715 : 0.711
0.702 0.703
0.665 06621 0654 0695 70,698 0.25
0.7 0.628
%) ose1 w 0.20
(o] : 4
&€ 0.6 o 0.15
=) >
- < 510
0.5
0.05
0.4 0.00
(0, 10] (10, 100] (100, 1000] (1000, 10000]
0.25
0.1700.174
0.1758 0.1764
0.20 0.170
0138 0.121
0.15 ' 0.114
: 0.107 0'1060'1050.093
0.10
005 '
0.00
(0, 10] (10, 100] (100, 1000] (1000, 10000]

Number of Patients Per Phecode Label in Training

0.260
0.238

0.205 0.221 0.221
0.169  0.186 0.185
" I I I
(0, 10] (10, 100] (100, 1000]
Model

0 baseline
mmm average_kge
mmm  baseline_with_kge

0.232
0.216

0.221

(1000, 10000]

UKB-KGE significantly enhances multi-disease prediction accuracy, particularly for

AUNC|
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UKB-KG: APPLICATIONS

Retrieval-Augmented Generation (RAG)

Retrieve relevant knowledge from the UKB-KG to augment
medical question answering

»Task objective: Answer medical questions with “Yes,” “No,” or “Maybe”
» Medical QA Dataset: PubMedQA

» Approaches:

* LILM itself
o Zero/Few-shot CoT

* UKB-KG based RAG: A graph-based RAG method tailored to UKB-KG, combining
neighbor-based and path-based retrieval strategies while incorporating triple
confidence scores derived from contextual features and semantic similarity.

ﬁ C GILLINGS SCHOOL OF 28
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UKB-KG: APPLICATIONS

Retrieval-Augmented Generation (RAG)

GPT-40 Zero-shot CoT One-shot CoT  UKB-KG based RAG

Accuracy 0.508 0.600 0.668 0.720
Macro-F1 0.488 0.544 0.594 0.633
Macro-Precision 0.632 0.612 0.628 0.646

4 )

The UKB-KG based RAG leverages the UKB-KG as an external knowledge source
to retrieve relevant information in real time, thereby enhancing the accuracy and reliability of

medical question answering
\. .
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UKB-KG: APPLICATIONS

Interactive Platform for UKB-KG - a user-friendly graph platform for viewing and analyzing UKB-KG data

The platform supports complex graph queries, contextual feature exploration,
and a RAG Chatbot, enabling efficient access to essential information and
insights, even for users with limited technical expertise.

Advanced Search

Customized settings available
for graph search:

GILLINGS SCHOOL OF
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UKB-KG: APPLICATIONS

Interactive Platform for UKB-KG - a user-friendly graph platform for viewing and analyzing UKB-KG data

o 6. Pathfrom diagnosed diabetes tO smoking
@ Chatbot

associatedﬁ’
diagnosed djabetes |=‘""’/ smoking

associated \with_higher / 4

How can | help you?

: eogiatedc\ﬂi;h_higher
Are diabetes related to smoking? <

Yes, smoking is related to an increased risk of developing type 2

g
‘:’1
Gy

diabetes. Smoking initiation has been shown to have
widespread risk effects, including on common diseases such as

complicati'{o'&
Pre-SRATRSR risk_of

prégnancy

type 2 diabetes. It acts as a risk factor for this condition, adding
to the body's stress and potentially contributing to insulin

resistance and other metabolic issues related to diabetes. assogatedﬁwith

‘ complicated diabetes

See context b, & 3
smoking

i
1
1
1
!
!
1
1
1
1
1
1
1
1
1
1
1
1
!
'
1
1
1
1
i 2. Pathfrom complicated diabetes tO smoking
1
1
1
1
1
1
1
'
'
1
1
1
1
1
1
1
!
1
1
1
1

J

RAG Chatbot example: the answer to “Are diabetes related to smoking?”
accompanied by Path-based Context, highlighting potential direct or
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UKB-KG: APPLICATIONS

Interactive Platform for UKB-KG - a user-friendly graph platform for viewing and analyzing UKB-KG data

See context A

Neighbor-based Path-based

Neighbor-based Context

e Triplel: [metabolic diseases, related_to, covid-19 severity prs] [PMC10763941

Relevant text:

! 1
1 1
1 1
! 1
1 1
! 1
1 1
! 1
1 1
! 1
1 1
1 1
! 1
! 1
1 1
1 1
- ' . I
~ COVID-19 is related to several diseases, particularly through its severity and outcomes. Some key X (1) = e ; - - . !
) . h l incl ! Abstract: ObjectiveTo overcome the limitations associated with the collection and curation of 1
diseases and conditions that are related to COVID-19 include: : COVID-19 outcome data in biobanks, this study proposes the use of polygenic risk scores (PRS) :
eSS . . . . . . N 1 as reliable nroxies of COVIN-19 severitv across three larse hinhanks: the Michisan Genomics 1
1. Metabolic Disorders: These include conditions like diabetes which have been associated with ' :
increased severity of COVID-19. ! e Triple2: [cardiovascular conditions, related_to, covid-19 severity prs] [PMC10763941] 1
1 1
I 1
2. Cardiovascular Conditions: Pre-existing heart conditions, hypertension, and other 1 Relevant text: '
cardiovascular diseases are linked to an increased risk of severe outcomes in COVID-19 patients. : ) :
1
! z S = = . 5 1
3. Obesity: Obesity is significantly associated with greater severity of COVID-19, increasing the risk ! Abstract: ObjectiveTo overcome the limitations associated with the collection and curation of 1
sfiemplicaions s Wesoaltions ! COVID-19 outcome data in biobanks, this study proposes the use of polygenic risk scores (PRS) 1
i P i : as reliable nroxies of COVIN-19 severitv acrass three larse hiohanks: the Michisan Genomics :
4. Pre-existing Respiratory Conditions: Diseases such as asthma have been linked to more severe : o Triple3: [obesity, related_to, covid-19 severity prs] [PMC10763941] :
manifestations of COVID-19. ! 1
: Relevant text: !
These conditions can affect the clinical outcomes of COVID-19 and are often used in assessing the risk '
profiles for those infected with the virus. : (1) 1
. Abstract: ObjectiveTo overcome the limitations associated with the collection and curation of :
1 COVID-19 outcome data in biobanks, this study proposes the use of polygenic risk scores (PRS) '
See context Y ! as reliable nroxies of COVIN-19 severitv across three larse hiohanks: the Michisan Genomics 1
! 1
Do o om o o o e e e e e e e e e en e e e e e e em e e e e em e e e w s e e b o o o o - e e e em e e e e e e e Sm e e e e e e e e 1

RAG Chatbot example: response to “What diseases are related to COVID-19?”
accompanied by Neighbor-based Context, which includes COVID-19-related
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