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SI Materials and Methods
Subjects and Recruitment Strategy.To identify and screen potential
participants, we used established practices similar to those used in
other field experiments relying on nonundergraduate samples (1).
We sought to strategically select departments for inclusion that
were representative of high-quality United States science pro-
grams. Thus, participants were recruited from six anonymous
American universities, all of which were ranked by the Carnegie
Foundation as “large, Research University (very high research
productivity)” (2). Additionally, each university had prominent,
well-respected science departments (both at the undergraduate
and graduate level), and tended to graduate high numbers of
students who go on to careers in academic science. The schools
were matched for size and prestige, and were selected from three
different geographic regions within the United States. Within
each region we included one private and one public university.
Within each university, participants were recruited from

Biology, Chemistry, and Physics departments. These three fields
were chosen because of their size, prominence, competitiveness,
emphasis on research, and varying gender disparities. That is, all
although all three showed gender disparities at the faculty level,
the size of the gap differed. This gap was even more pronounced
at the doctoral level, with some subfields of the biological sciences
granting more doctorates to women than men (3). This diversity
allowed for an examination of how faculty bias might differ as
a function of the size and severity of the gender disparity across
science fields. Although each institution had only one clear
Chemistry and Physics department, some institutions had more
than one Biology department (e.g., Ecology and Evolutionary
Biology; Molecular, Cellular and Developmental Biology, and
so forth). For such institutions, each of the core Biology
departments were included. This method yielded a total of 23
departments.
For each selected department, departmental Web sites and

publicly available course listings were used to create a full list of
all eligible faculty participants. Potential participants had to meet
several a priori qualifications to be eligible for participation. First,
the participants had to be clearly identified as tenure-track fac-
ulty. As a result, Visiting Assistant Professors, Adjunct Professors,
Instructional Staff, Research Faculty, Postdoctoral Associates,
and Lecturers were not included. Additionally, participants had to
be current faculty, thus excluding those with Emeritus titles.
Faculty with primary appointments in other departments were
also excluded, as were those whose appointments had yet to
officially begin and those with invalid e-mail addresses. Finally,
faculty who were identified as close personal friends or colleagues
of one of the present study’s authors were eliminated to avoid
conflicts of interest. This method yielded a total of 547 eligible
participants.
Data were collected during October and November of 2011.

We followed the general methodological approach used in cor-
respondence test audit research, typically used in field studies
of discrimination (4, 5). All eligible participants received an
e-mailed participation invitation originating from C.A.M.-R.,
indicated their consent, and completed all measures online. This
method yielded a total of 165 participants, for an overall re-
sponse rate of 30% (percentage rounded up). This percentage is
on par with both similar empirical studies of professionals (6, 7)
and that typically obtained in survey research (8). Additionally,
extensive previous research has indicated that both demographic
characteristics and substantive responses to focal variables
largely do not differ between respondents and nonrespondents

when sample demographics correspond to those of the un-
derlying population (8). Thus, because the demographic in-
formation of our participants reflected the underlying population
(as discussed below), the response rate obtained in the present
study should allow for reasonably generalizable conclusions.
Data obtained from 30 participants were used to pilot and

improve the study instruments and were thus not included in final
analyses. Of the remaining 135 participants, 8 did not complete
the majority of the study because of computer error (in three
cases) or attrition (five cases); this resulted in a final sample of 127
participants for all substantive analyses. A power analysis in-
dicated that this sample size exceeded the recommended n = 90
required to detect moderate effect sizes. Of participants, 74%
were male and 81% were White (specific ethnic backgrounds
were reported as follows: 81%White, 6% East-Asian, 4% South-
Asian, 2% Hispanic, 2% African-American, 2% multiracial, and
1% each for Southeast-Asian, Middle-Eastern, and other), with
a mean age of 50.34 (SD = 12.60, range 29–78). Of importance,
these demographics are representative of both the averages for
the 23 sampled departments (demographic characteristics for the
sampled departments were 78% male and 81% White, corre-
sponding closely with the demographics of those who elected to
participate), as well as national averages (9). Additionally, 18%
of participants were Assistant Professors, 22% were Associate
Professors, and 60% were full professors, with 40% Biologists,
32% Physicists, and 28% Chemists. No demographic variables
were associated with participants’ substantive responses (all P >
0.53). As expected when using random assignment, participants’
demographic conditions did not vary across experimental con-
ditions. Because there were 15 female and 48 male participants
in the male student condition, and 18 female and 45 male par-
ticipants in the female student condition, we obtained sufficient
power to test our hypotheses (10).

Student Laboratory Manager Application Materials. We asked par-
ticipants to rate a student laboratory manager application to help
us develop appropriate mentoring programs for undergraduate
science students. We prefaced the student laboratory manager
application with text designed to bolster the credibility of the cover
story and adjust for any differences in expectations and practices
regarding laboratory managers between science fields (Fig. S1).
Following conventions established in previous experimental work
(11, 12), the laboratory manager application was designed to
reflect slightly ambiguous competence, allowing for variability in
participant responses and the utilization of biased evaluation
strategies (if they exist). That is, if the applicant had been de-
scribed as irrefutably excellent, most participants would likely
rank him or her highly, obscuring the variability in responses to
most students for whom undeniable competence is frequently not
evident. Even if gender-biased judgments do typically exist when
faculty evaluate most undergraduates, an extraordinary applicant
may avoid such biases by virtue of their record. This approach
also maintained the ecological validity and generalizability of
results to actual undergraduate students of mixed ability levels.
Thus, we followed procedures established in previous similar

research (11, 12) by designing an applicant who was “in the
ballpark” for a laboratory manager position, but was not an
obvious star. For example, although the applicant had completed
2 y of research experience and coauthored a journal article, their
grade point average was slightly low (3.2) and they were de-
scribed as having withdrawn from one class before the final. Fig.
S2 displays the full text of the student laboratory manager
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application materials for the female student condition. The sole
difference in the male student condition was that the student’s
name read as “John” instead of “Jennifer,” and female pronouns
were replaced with male pronouns.
To ensure that the application materials reflected the desired

degree of competence, they were developed in consultation with
a panel of academic science researchers who had extensive ex-
perience hiring and supervising student research assistants. After
the materials were developed, they were then rated by a separate
group of knowledgeable graduate students, postdoctoral scholars,
and faculty. Results from this pilot testing revealed consensus
that, as intended, the materials reflected a qualified but not ir-
refutably excellent applicant.

Dependent Variable Scales. Participants completed the following
scales, which were well-validated and modified for use from
previous studies (13–15).
Student competence. The target student’s competence was assessed
using three items on a 1 (not at all) to 7 (very much) scale. These
items were: (i) Did the applicant strike you as competent? (ii)
How likely is it that the applicant has the necessary skills for this
job? (iii) How qualified do you think the applicant is? (α = 0.93).
Items were averaged to form the student competence scale, with
higher numbers indicating greater levels of perceived competence.
Student hireability. The extent to which the student applicant was
viewed as hireable for a laboratory manager position was mea-
sured using three items on a 1 (not at all likely) to 7 (very likely)
scale. These items were: (i) How likely would you be to invite the
applicant to interview for the laboratory manager job? (ii) How
likely would you be to hire the applicant for the laboratory
manager job? (iii) How likely do you think it is that the applicant
was actually hired for the laboratory manager job he/she applied
for? (α = 0.91). Items were averaged to compute the student
hireability scale, such that higher numbers reflected greater
perceived hireability.
Salary conferral. Salary conferral was measured using one item, If
you had to choose one of the following starting salaries for the
applicant, what would it be? Responses were indicated on the
following scale: 1 ($15,000), 2 ($20,000), 3 ($25,000), 4 ($30,000),
5 ($35,000), 6 ($40,000), 7 ($45,000), 8 ($50,000). Collapsed across
conditions, the average recommended salary was $28,373.02
(SD = $6,382.14), with a range of $15,000 to $45,000.
Mentoring.The extent to which participants were willing to mentor
the student applicant was assessed using three items on a 1 (not at
all likely) to 7 (very likely) scale. These items were: If you en-
countered this student at your own institution, how likely would
you be to. . . (i) Encourage the applicant to stay in the field if he/
she was considering changing majors? (ii) Encourage the appli-
cant to continue to focus on research if he/she was considering
switching focus to teaching? (iii) Give the applicant extra help if
he/she was having trouble mastering a difficult concept? (α =
0.73). Items were averaged to form the mentoring scale, with high
numbers reflecting greater willingness to mentor the student.
Subtle gender bias. Our intention was to select a scale that would
measure modern bias against women. We reasoned that, as
mentors and educators, many faculty members would not report
high levels of “old-fashioned” or hostile sexism, characterized by
overtly negative evaluations of women and the desire to halt
women’s progress (16). Instead, we were interested in how
shared subtle gender biases (resulting from pervasive cultural
messages) might impact perceptions of female students. As
a result, we sought a measure that would tap a subtle, modern
form of gender bias that often exists outside of individuals’
conscious awareness or intention to harm women. Thus, we used
the Modern Sexism Scale, a commonly used and well-validated
scale that functions as an indirect measure of modern views to-
ward women and gender (17). Participants responded to eight
items on a scale ranging from 1 (strongly disagree) to 7 (strongly

agree). Items included: On average, people in our society treat
husbands and wives equally; Discrimination against women is no
longer a problem in the United States; and Over the past few
years, the government and new media have been showing more
concern about the treatment of women than is warranted by
women’s actual experiences (α = 0.92). Items were averaged to
form the gender attitudes scale, with higher numbers indicating
more negative attitudes toward women.
Likeability.Using a scale ranging from 1 (not at all likely) to 7 (very
likely) scale, participants answered three items indicating the
extent to which they liked the student applicant. These were: (i)
How much did you like the applicant? (ii) Would you charac-
terize the applicant as someone you want to get to know better?
(iii) Would the applicant fit in well with other laboratory mem-
bers? Items were averaged to create the likeability scale, with
higher numbers representing greater liking of the target student
(α = 0.87).

Analytic Strategy. Although we treated the individual as the pri-
mary unit of analysis for all statistical tests, it should be noted that
our data may be conceptualized as clustered or nested by various
groups (18). That is, because participants belonged to one of
three distinct Science fields (Biology, Chemistry, or Physics) and
also one of 23 distinct departments, their membership in a sci-
ence field or a department could result in nonindependence of
observations on at least one of these levels. For example, if bias
against female undergraduates is systematically greater among
chemists than biologists, then our data would be nonindependent
at the level of science field (in that scores on any given dependent
variable would be more similar for two chemists than two ran-
domly selected individuals) (18). Because standard inferential
statistics assume that all observations are independent, we may
have introduced error by failing to account for the nested nature
of our data (i.e., nonindependence because of groups) (19).
To address this issue, we followed recommended practices to

assess the possible nonindependence of our data (20). If data are
found to be independent at the level of a nesting variable, then it is
acceptable to not account for this variable in statistical tests (18,
19). To evaluate the nonindependence of our data, we conducted
a null multilevel model for each dependent variable. Using the
MIXED procedure in SPSS, we included both predictors (student
and faculty gender, effects-coded such that male = −1, female =
1) in each model. For each model, the intraclass correlation co-
efficient was near zero and nonsignificant (all P > 0.11), suggesting
that our data did not violate assumptions of independence. Put
another way, there was no significant variance associated with
participants’ group membership in a given science field. As a re-
sult, we concluded that it was appropriate to analyze our data
without accounting for the impact of this nesting variable.
One additional potential source of group level variance remains.

Our data were also nested at the level of department. Although it is
possible that participants’ scores were nonindependent based on
departmental membership, we were not able to estimate non-
independence at this level because of ethical concerns that sha-
ped our recruitment and data-collection strategies. That is,
following the stipulation of the reviewing Institutional Review
Board, we assured full anonymity to our faculty participants. As
a result, it was impossible to ask them to indicate to which de-
partment they belonged. We agreed with the Institutional Review
Board’s assessment that participation and attrition rates as well as
responses to potentially sensitive questions may have been biased
if participants feared that their identities could be gleaned from
the information they provided. Indeed, among (sometimes small)
academic fields, knowing an individual’s university, department,
and demographic characteristics would likely be sufficient in-
formation to identify them personally.
Thus, to avoid undermining recruitment strategies and biasing

participants’ responses, we refrained from collecting information
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about specific departmental membership. As such, we were un-
able to determine whether responses were nonindependent as
a function of this variable, and if so, to account for it in our
statistical approach. Ignoring significant nonindependence does
not bias effect estimates, but can bias degrees of freedom, var-
iances, SEs, and significance tests (20). Monte Carlo simulations
have determined that under these circumstances, the resulting
SEs may be too large, too small, or hardly biased, resulting in
possible type 1, type II, or no errors (21). However, because the
data were shown to be nonindependent at the level of science
field and there is no a priori theoretical reason to predict non-
independence at the level of department, we proceeded with
a standard inferential statistical approach. Nonetheless, future
research should seek to develop methods to measure and control
for potential nonindependence due to departmental membership.

Additional Analyses. Mediation analyses. To test for mediation, we
followed procedures recommended by Baron and Kenny (22).
Student gender was coded 0 (male), 1 (female). As noted in the
main text, primary mediation analyses evaluating hypothesis C
were conducted using the composite competence variable, fol-
lowing established best practices (e.g., refs. 23–26). However, we
also ensured that results were similar using the noncomposite
competence scale (i.e., without the salary conferral variable), to
rule out the possibility that the mediation results were driven
solely or primarily by the salary conferral variable. As expected,
results using the noncomposite competence scale were similar
although slightly weaker, in that the initially significant re-
lationship between student gender and student hireability (β =
−0.35, P < 0.001) was reduced in magnitude and significance
(β = −0.13, P = 0.05) after accounting for the impact of student
competence (which was a strong predictor, β = 0.69, P < 0.001),
Sobel’s Z = 3.65, P < 0.001. These results suggest that the
composite competence variable functioned as expected.
Additionally, although not specifically predicted, we examined

whether the composite competence variable might also mediate
the relationship between student gender and mentoring. Results
demonstrated partial mediation, in that the initially significant
relationship between student gender and mentoring (β = −0.32,
P < 0.001) was reduced in magnitude and significance (β= −0.22,
P = 0.02) after accounting for the impact of student composite
competence (which was a significant predictor, β = 0.28, P <
0.05), Sobel’s Z = 2.91, P < 0.01.
Because mentoring has strong social components and may be

perceived as less immediately task-relevant than hireability, we
did not initially expect it to be mediated by the composite
competence scale, and this could account for why we observed
partial rather than full mediation with this variable (relative to the

full mediation observed for hireability, supporting hypothesis C).
However, the fact that evidence for partial mediation emerged
even for mentoring (a secondary downstream dependent variable
in the current context) speaks to the powerful impact of differ-
ences in the perceived competence of male and female students.
Moderation analyses. To test for moderation, we first standardized
all variables and then ran a series of multiple regression analyses
with student gender, faculty participants’ negative attitudes to-
ward women, and their interaction predicting student composite
competence, hireability, and mentoring. As noted, the in-
teraction was a significant predictor in each case. As with me-
diation, we next ensured that results were similar using the
noncomposite measure of competence (to determine that mod-
eration results for this variable were not driven solely by the
salary conferral variable, which was included in the composite
competence measure). Results of multiple regression analyses
indicated that participants’ preexisting subtle bias against women
significantly interacted with student gender condition to predict
perceptions of student noncomposite competence (β = −0.42,
P < 0.01). As expected, bivariate analyses results revealed that
the more preexisting subtle bias participants exhibited against
women, the less noncomposite competence (β= −0.38, P < 0.01)
they perceived the female student to possess. In contrast, faculty
participants’ levels of preexisting subtle bias against women were
unrelated to the perceptions of the male student’s noncomposite
competence (β = 0.18, P = 0.16). These results are nearly
identical to those obtained with the composite competence in-
dex, suggesting that those findings were not driven solely by the
salary conferral variable and providing additional evidence that
the composite competence variable functioned as intended.
We then explored whether additional variables might interact

with participants’ subtle preexisting bias against women to pre-
dict their reactions to the target students. Separate models
adding faculty participant gender, age, science field, tenure status,
each two-way interaction, as well as the three-way interaction of
each demographic variable with student gender condition and
faculty participant gender (to rule out participant gender differ-
ences) revealed no significant novel predictors (all β < 0.38, all
P > 0.28). This finding suggests that faculty participants’ gender
attitudes themselves played a role in undermining support for the
female (but not male) student, and that the impact of these
gender attitudes does not appear to vary as a function of par-
ticipants’ other demographic characteristics, including their gen-
der. Consistent with other results, it appears that female as well as
male faculty members’ negative attitudes toward women under-
mined their support for the female student, irrespective of their
age, science field, and career status.
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Fig. S1. Cover story text. The text in the figure was viewed by participants in PDF format without additional supporting text.
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Fig. S2. Lab manager application materials (female student condition). The only differences in the male student condition were that the name “Jennifer”was
replaced with “John,” and all female pronouns were replaced with male pronouns.
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